
I. Introduction

Aging degrades the health-related quality of life (HRQoL) 
for the elderly with chronic diseases. The HRQoL is a broad, 
multidimensional concept covering significant domains of 
daily functioning and subjective experience, such as physical 
functioning, social role functioning, somatic sensation, and 
subjective wellbeing [1]. Multidimensional analysis of the 
HRQoL requires considerable effort and expertise, demand-
ing the development of more sophisticated ways to facilitate 
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such complex, preferably automatic analysis. 
  Previous studies on the HRQoL have limited their focus to 
specific demographic groups, such as adults [2,3], women [4], 
and vulnerable aged men [5] or to specific diseases, such as 
diabetes mellitus [6], stroke [7], and cerebral palsy [8]. Pre-
vious studies have mainly used regression analysis and struc-
tural equation modeling [9] methods, with decision tree [10] 
as the only data mining method.
  In this study, we used screening materials from a large-
scale, comprehensive national survey with a prolonged anal-
ysis period, including many chronic diseases of diverse types, 
and influencing factors for the elderly with chronic diseases. 
This study used these resources to develop a HRQoL pre-
diction model to identify HRQoL risk groups who require 
intervention.
  Health and medical data are exponentially increasing, ne-

cessitating various means to take advantage of huge amounts 
of data. Big data technologies enable the fast processing of 
massive amounts of data [11]. Among these technologies, ar-
tificial intelligence has regained prominence as an important 
tool to provide intelligent services for big data, and machine 
learning (ML) techniques have also been used extensively for 
such purposes [12].
  Clinical nursing datasets are now being generated in an in-
creasing number of healthcare settings, and nurse research-
ers have been gradually adopting large datasets for studies on 
nursing quality and the effectiveness of nursing intervention 
[13]. Though data mining has been used more widely in the 
business world than in nursing and healthcare, it can be an 
important tool for the development of healthcare knowledge 
and knowledge structures. It can also potentially improve 
the quality of decision-making by clinicians and healthcare 

Figure 1. Procedure for extracting data 
and analysis. KNHANES DB: 
Korea National Health and 
Nutrition Examination Sur-
vey database, ML: machine 
learning, SLR: stepwise lo-
gistic regression, DT: decision 
tree, RF: random forest, SVM: 
support vector machine.
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administrators.
  The purposes of this study were to identify the factors af-
fecting the HRQoL of the elderly with chronic diseases 
and to develop a HRQoL prediction model that expressly 
exposes HRQoL risk groups who require intervention. 
ML techniques were applied and examined for their use in 
the analysis and prediction of HRQoL for the elderly with 
chronic diseases. Problems and their solutions in using ML 
techniques are presented. This study provides vital insights 
that can be incorporated into the design of personalized 
health management strategies and the development of inter-
ventions program, specifically for HRQoL improvement for 
the elderly with chronic diseases. 

II. Methods

The data extraction and analysis process of this study are 
shown in Figure 1.

1. Data Source and Preparation
Study samples were extracted from the Korea National 
Health and Nutrition Examination Survey (KNHANES), 
which was conducted from 2008 to 2010. This survey, spon-
sored by the Korea Centers for Disease Control and Preven-
tion, consisted of health interviews, screening, and nutrition 
examination surveys. Approximately 10,000 people were 
randomly selected annually. There were 2,991 elderly people 
(65 years of age and over) with chronic diseases out of the 
18,546 cases in total. A set of 716 cases was chosen for our 
study after elimination of those with missing values, includ-
ing outliers.
  The survey used the EQ-5D as a HRQoL measurement tool, 
developed by the EuroQol Group. The EQ-5D comprises five 
health state dimensions (mobility, self-care, usual activity, 
pain/discomfort, and anxiety/depression) regarding which 
the respondent is asked to indicate a health state from one of 
three levels: no problem, some problems, and major prob-
lems [14]. A higher EQ-5D index score (range, −0.171 to 1) 
indicates a better HRQoL. 
  The HRQoL levels of the elderly with chronic diseases 
should inform both the content and regimen of healthcare 
programs. From the vantage point of cost and efficiency in 
healthcare policy, it is advisable to categorize HRQoL scales 
in ways that the most vulnerable group receives top priority 
in intervention. To identify the risk group, the cut-off value 
was set to the EQ-5D index score of 0.678, which is equiva-
lent to the value when all of the five EQ-5D questions receive 
the response of ‘some problems’. Based on the cut-off value, 
our study cases were divided into two groups.

  The study cases were limited to the chronic diseases in-
cluded in KHANES: hypertension, hyperlipidemia, stroke, 
angina pectoris, myocardial infarction, diabetes, thyroid 
disease, kidney failure, osteoarthritis, rheumatoid arthritis, 
osteoporosis, tuberculosis, asthma, gastric cancer, hepatoma, 
colorectal cancer, breast cancer, cervical cancer, lung cancer, 
other cancers, hepatitis B, hepatitis C, and liver cirrhosis. 
They were also limited to those who, in the morbidity ques-
tion of the survey, answered ‘yes’ to past illnesses, and ‘yes’ to 
having been diagnosed by doctors, and who were diagnosed 
with diseases more than one year ago. In the data prepara-
tion stage, both the number of chronic diseases and the 
total duration of the diseases for each case were calculated. 
The duration of a disease was calculated by subtracting the 
current age of the case from the year when he/she was diag-
nosed with the disease. 
  Data normalization is a process in which data are trans-
formed in ways that ensure consistency, minimal redun-
dancy, and maximal stability of data, without data loss or 
unnecessary information added to the original data. For 
normalization, Z-transformation [15], 1-of-K encoding 
scheme coding [16], discretization [17,18], and new variable 
generation methods were used.

2. Data Analysis
The Statistical Package for the Social Sciences (SPSS) ver. 
20.0 (IBM, Armonk, NY, USA) and Matrix Laboratory 
(MATLAB) ver. 7.14, R2012a (MathWorks, Natick, MA, 
USA) were used for data analysis. MATLAB is a high-level 
technical computing language and interactive environment 
for algorithm development, data analysis, visualization, and 
numerical computation.
  We carried out descriptive statistics, c2-test, and stepwise 
logistic regression (SLR) analysis, with the significance level 
of p < 0.05. Decision tree (DT), random forest (RF), and sup-
port vector machine (SVM) algorithms were used in MAT-
LAB. 
  The HRQoL was measured by EQ-5D. Using an EQ-5D 
score of 0.678 as a threshold value, our cases were grouped 
into two groups: one (n = 648) with an EQ-5D score equal 
to or greater than 0.678 and the other (n = 68) with a score 
lower than 0.678.

3. Development of Prediction Models 
We built a DT model by running the ‘ClassificationTree.fit’ 
function in MATLAB on 482 variables as input data, and the 
‘COST’ function was applied for feature weights. 
  RF is a combination of tree predictors such that each tree 
depends on the values of a random vector sampled indepen-
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dently and with the same distribution for all trees in the for-
est. The ‘TreeBagger’ function in MATLAB was used to build 
our RF models using 482 variables with the ‘COST’ function 
applied for feature weights. 
  SVM tries to model input variables by finding the separat-
ing boundary called the ‘hyperplane’ to achieve classification 
of the input variables. The ‘svmparam’ function in MATLAB 
was used to build our SVM model with the radial basis func-
tion kernel applied as its classification method. Against the 
64 variables identified as important from the RF model, we 
assigned various values to c (cost) and g (gamma) to mea-
sure F-scores. 
  SPSS was used to build our SLR model, with the p-value 
<0.05. At the 8th step of variable selection, a statistically 
significant result was obtained (p = 0.000). In terms of a 
goodness-of-fit measure, the regression model had a Cox & 
Snell R2 value of 0.200, and a Nagelkerke R2 value of 0.429.

III. Results 

1. General Characteristics of Participants 
The mean age of the participants was 70.6 years. There were 
379 males (52.9%) and 337 females (47.1%). There were 136 
cases (19.0%) who belonged to the top 25% in income lev-
els and 221 cases (30.9%) who belonged to the lowest 25%. 
There were 420 cases (58.7%) who had elementary education 
or lower. There were 536 cases (74.9%) who lived with their 
married spouses and 157 cases (21.9%) who were widowed. 
There were 451 cases (63.0%) who were unemployed and 
146 cases (20.4%) who were engaged in agriculture or fishing 
(Table 1). 

2. Differences in the Level of HRQoL according to  
General Characteristics

Taking an average EQ-5D score for each variable, the fol-
lowing variables exhibited higher average EQ-5D scores 
when the values of the variables were male, higher education 
(education), higher income (monthly income), living with 
spouses (spouse), lower number (chronic disease number), 
no depression (depression), fewer days (discomfort days), 
fewer days (sick days), or better (perceived health status). 
There was no significant difference between the risk group 
and the non-risk group for age, job, family, chronic diseases 
total duration, body mass index (BMI), and drinking vari-
ables. Table 2 shows differences in levels of the HRQoL in 
light of the general characteristics of the subjects.

3. Influencing Factors of HRQoL
SLR analysis and three ML techniques, DT, RF, and SVM, 

were used to identify the factors affecting the HRQoL of the 
elderly with chronic diseases. The DT analysis identified 26 
variables of importance with reason for activity restriction 
(obesity) being the root node. By the RF analysis, important 
variables could be identified by variable weights of impor-
tance, and optimal parameter weights (OPW) were used to 
find 64 variables with OPW values being not equal to zero. 
There were 32 variables, identified by SVM. In the end, the 
number of variables to be used as input data for our study 
amounted to 74, and they were gathered through literature 
review combined with the results of the three ML tech-
niques. Out of the 74 variables, the SLR analysis identified 
8 variables as significant. Table 3 shows some of the 74 vari-
ables organized by factors that affected the HRQoL of the 
elderly with chronic diseases.

Table 1. Descriptive statistics for general characteristics (n = 716)

Variable Value

Age (yr) 70.64 ± 4.69
Gender
    Male
    Female

379 (52.9)
337 (47.1)

Income
    Low
    Medium-low
    Medium-high
    High

136 (19.0)
174 (24.3)
185 (25.8)
221 (30.9)

Education level
    Below elementary
    Middle school graduate
    High school graduate
    Above college graduate

420 (58.7)
118 (16.5)
109 (15.2)

69 (9.6)
Marital status
    Spouse (attached)
    Spouse (separated)
    Widowed
    Divorce
    Other (non-applicable)

536 (74.9)
5 (0.7)

157 (21.9)
13 (1.8)

5 (0.7)
Job
    Managers, professionals
    White-collar
    Service, sales
    Agriculture, fishing
    Functions, device
    Simple labor
    Unemployed

6 (0.8)
5 (0.7)

31 (4.3)
146 (20.4)

20 (2.8)
57 (8.0)

451 (63.0)
Values are presented as mean ± standard deviation or number (%).
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Table 2. Differences of health-related quality of life by general characteristics

Variable Mean ± SD
EQ-5D group

c2 p-valuea

Risk Non-risk

Age (yr)
    Former elderly (60s)
    Middle elderly (70s)
    Latter elderly (80s)

0.90 ± 0.10
0.90 ± 0.10
0.87 ± 0.11

34
27

7

322
285

41

1.70 0.427

Gender
    Male
    Female

0.93 ± 0.10
0.87 ± 1.00

28
40

351
297

4.17 0.041

Education level
    Below elementary
    Middle school graduate
    High school graduate
    Above college graduate

0.88 ± 0.10
0.91 ± 0.10
0.93 ± 0.10
0.95 ± 0.09

57
5
5
1

363
113
104

68

20.17  <0.001

Monthly income ($)
    0–483
    493–822
    831–1,933
    ≥1,943

0.88 ± 0.11
0.89 ± 0.10
0.92 ± 0.09
0.91 ± 0.10

35
16
13

4

180
129
174
165

23.31 <0.001

Spouse
    Attached
    Separated

0.88 ± 0.15
0.82 ± 0.16

44
24

492
156

4.12 0.042

Number of chronic diseases
    1 
    2 
    3
    4
    5–8

0.92 ± 0.10
0.90 ± 1.00
0.87 ± 0.10
0.85 ± 0.10
0.86 ± 0.11

17
29
16

6
0

273
213
102

36
23

11.98 0.017

Depression
    Yes
    No

0.87 ± 0.10
0.91 ± 0.10

30
38

102
546

32.96 <0.001

Discomfort day
    0
    1–7
    8–14

0.93 ± 0.09
0.88 ± 0.10
0.84 ± 0.10

11
7

50

387
82

179

61.82 <0.001

Sick day
    0
    1–7
    8–14
    15–30

0.88 ± 0.13
0.79 ± 0.20
0.71 ± 0.19
0.54 ± 0.21

43
13

2
10

586
53

4
5

74.17 <0.001

Perceived health status
    Very good
    Good
    Fair
    Poor
    Very poor

0.96 ± 0.08
0.93 ± 0.09
0.92 ± 0.09
0.85 ± 0.99
0.84 ± 0.10

1
5
3

30
29

30
208
176
188

46

105.7 <0.001

aFisher exact test result.
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  By applying the SLR and complementary ML techniques, 
additional variables were identified that helped predict the 
HRQoL of the elderly with chronic diseases: duration of os-
teoarthritis, prevalence of osteoporosis, diagnostic time of 
stroke, mandibular prosthesis status, having thought of sui-
cide, and others. However, these variables, though affecting 
the HRQoL, were excluded from the current study because 
they could not be validated statistically. 
  Univariate and multivariate analyzes were performed on 
the variables identified from the ML analyses. The variables 

used in the multivariate analysis did not show any statistical 
significance; however, in the univariate analysis, duration of 
osteoarthritis, prevalence of osteoporosis, diagnostic time of 
stroke, mandibular prosthesis status, and having thought of 
suicide were significantly different between the two groups. 
In other words, the elderly people with chronic diseases had 
lower HRQoL scores when they had longer periods of osteo-
arthritis, suffered from osteoporosis, were diagnosed with 
stroke at a later stage of their life, had thought of suicide 
within one year, and had extensive mandibular prosthesis. 

Table 3. Important variables of four models  

Factor Variable DT RF SVM SLR

Characteristics of the individual Age
Education level

O
O O

Characteristics of environment Monthly income
Job

O O
O

O
O

O

Physiological factor Number of chronic diseases
Duration of chronic diseases 
Duration of rheumatoid arthritis 
Diagnostic time of hypertension
Duration of osteoarthritis
Prevalence of osteoporosis 
Diagnostic time of stroke
Duration of diabetes
Diagnostic time of lung cancer 
Treatment of myocardial infarction, angina 
Sick days (past 1 month)
T-score of femoral bone 
Insulin (blood test)
Waist circumference
Body mass index 
Fasting hours
Number of permanent teeth caries experience
Mandibular prosthesis status

O

O
O
O

O

O
O

O
O

O
O
O
O
O
O
O
O

O
O
O
O
O
O
O
O
O

O

O
O
O
O
O
O

O
O
O

O
O
O

O

O
O

Symptom experience Discomfort day (past 2 weeks)
Continuous depression (for more than 2 weeks)
Having thought of suicide (within 1 year)
Duration of rhinitis (wk) 
Restriction of activity (old-age)
Restriction of activity (obesity)

O
O
O
O

O

O
O

O
O
O

O
O

O

O
O

O

General health perceptions Perceived health status O O O O
Health promoting behaviors Walking day (per a week)

Duration of moderate physical activity 
Smokers cigarettes (per a day)
Reason of outpatient utilization 

O
O

O
O
O
O

O
O

O O
DT: decision tree, RF: random forest, SVM: support vector machine, SLR: stepwise logistic regression. 
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4. Resulting Prediction Models 
In the resulting DT model, the diagnostic time of stroke 
was the dividing factor for the HRQoL for those subjects for 
which the restriction of activity was not due to obesity and 
the duration of osteoarthritis was less than 2.5 years. Also, 
the prevalence of osteoporosis was the dividing factor for 
those subjects for which the restriction of activity was not 
due to obesity and the duration of rheumatoid arthritis was 
more than 2.5 years. On the other hand, when the restriction 
of activity was obesity, if the discomfort day (recent 2 weeks) 
was less than 5.5 days, the diagnostic time of osteoarthritis 
was an important variable, or else the perceived health status 
was a variable of significance.
  In the resulting RF model, the number of trees built was 
increased from 1 to 200 consecutively to measure the perfor-
mance of each tree. Four trees showed the highest F-score of 
0.346.
  In our SVM model, the best performance was achieved 
with an F-score of 0.507 when c = 0.819, g = 0.3012, the 
number of used variables = 50, and the feature weight (w) = 
10. 
  In our SLR model, 8 variables were found to be significant 
as shown in Table 4: continuous depression for more than 2 
weeks (p = 0.002), treatment of myocardial infarction, an-
gina (p = 0.038), reason of outpatient utilization (p = 0.004), 
monthly income (p = 0.007), perceived health status (p = 
0.011), sick days (past 1 month) (p = 0.007), discomfort days 
(past 2 weeks) (p = 0.002), and restriction of activity (old-age) 
(p = 0.002).

5. Evaluation of Prediction Models
To validate each prediction model, we used a 10-fold cross 
validation. In 10-fold cross-validation, the data set is divided 

into 10 parts. Then training is carried out with 9 and testing 
with1; the process is repeated until all parts have been tested. 
A confusion matrix was built to gauge the performance of 
each model. Each model’s performance was measured by 8 
parameters, such as accuracy, sensitivity, precision, recall, 
and F-score. As shown in Table 5 and the corresponding 
box-plots provided in Figure 2, the SLR model ranked the 
highest (accuracy = 0.93, F-score = 0.49). After the SLR 
model the SVM (0.90, 051), RF (0.87, 0.33), and DT (0.82, 
0.23) models rank in decreasing order of performance.  
  The accuracy measure was given the highest importance 
because the main goal of the study is to find a prediction 
model that best divides the variables. The SLR model not 
only exhibited the highest accuracy, but also used the fewest 
variables (8 variables). The DT model used 1,482 variables, 
the RF 64, and the SVM (c = 0.819, g = 0.3012, w = 10) 32. 
Hence, the SLR was found to be the optimal model that ef-
ficiently predicted the HRQoL groups for the elderly with 

Table 4. Result of stepwise logistic regression

Variable b SE p-value Exp (b)
95% CI for Exp (b)

Lower Upper

Continuous depression for more than 2 weeks (1 = yes, 2 = no) 1.018 0.330 0.002 2.767 1.449 5.285
Treatment of myocardial infarction, angina (1 = yes, 0 = no) −0.312 0.150 0.038 0.732 0.545 0.983
Reason of outpatient utilization (1 = disease, 2 = accident, 3 = others) 0.165 0.058 0.004 1.179 1.053 1.321
Monthly income 0.004 0.002 0.007 1.004 1.001 1.007
Perceived health status (1 = very good, …, 5 = very poor) −0.490 0.193 0.011 0.612 0.419 0.894
Sick day (past 1 month) −0.068 0.025 0.007 0.934 0.889 0.982
Discomfort day (past 2 weeks) −0.086 0.028 0.002 0.918 0.870 0.969
Restriction of activity (old-age) (1 = yes, 0 = no) 0.167 0.055 0.002 1.181 1.061 1.316
Constant 3.413 1.617 0.035 30.367

SE: standard error, CI: confidence interval.

Table 5. Comparison of performance in prediction models

Name DT RF SVM SLR

True positive rate 0.22 0.29 0.53 0.37
False positive rate 0.12 0.07 0.06 0.01
Specificity 0.88 0.93 0.94 0.99
Sensitivity 0.22 0.29 0.53 0.37
Precision 0.17 0.31 0.53 0.74
Recall 0.22 0.29 0.53 0.37
Accuracy 0.82 0.87 0.90 0.93
F-score 0.23 0.33 0.51 0.49

DT: decision tree, RF: random forest, SVM: support vector machine, 
SLR: stepwise logistic regression. 
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chronic diseases. 
  A series of SVM models was created by applying 1-of-K 
encoding and discretization normalization schemes. For 
example, the 11 variables-number of chronic diseases, to-
tal duration of chronic diseases, age, femoral bone T-score, 
discomfort days (recent 2 weeks), sick days (past 1 month), 
duration of osteoarthritis, duration of rheumatoid arthri-
tis, duration  of diabetes, BMI, copayments for outpatient−
from the hierarchical clustering were normalized by the 
application of discretization and 1-of-K encoding. They 
were then used to create an SVM model, which was in turn 
compared against the SVM model that was not normalized. 
The accuracy of the model with data normalization was 
0.87, whereas that of the model without normalization was 
0.72. In our tests, though limited in scope, we found that the 
performance of an SVM model increased as variables were 
normalized by the application of discretization and 1-of-K 
encoding.

IV. Discussion

Out of the 8 variables or factors that the SLR model dem-
onstrated to be significant, 5 factors were found: monthly 
income, diagnosis of chronic disease, depression, discom-
fort, and perceived health status. The values of these factors 
dictate the HRQoL of the elderly with chronic diseases. 
  On the other hand, variables, such as age, gender, education 
level, job, family, number of chronic diseases, duration of 
chronic diseases, BMI, physical activity, smoking, drinking, 
did not seem to significantly affect the HRQoL. It is, there-
fore, necessary to steer more focus on, and to build health 
management strategies and intervention in accordance with, 
those variables that affect the HRQoL. In other words, con-
sidering the fact that factors affecting each chronic disease 
vary, intervention methods should be developed to address 
such differences. Also, previous studies [19,20] on adults or 
the elderly showed that employment and the types of em-
ployment act as significant factors, but when restricted to 
the elderly with chronic diseases, employment exerted no 

Figure 2. Boxplot of performance in four prediction models (A) decision tree, (B) random forest, (C) support vector machine, and (D) 
stepwise logistic regression. TPR: true positive rate, FPR: false positive rate.
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influence on the HRQoL. Hence, for the elderly with chronic 
diseases, intervention focus should be directed towards ways 
to help them adapt to diseases, rather than towards employ-
ment. 
  As one study reported [21], factors, such as cultivation of 
self-confidence, levels of self-management, and acceptance 
of chronic diseases, decide health status and eventually qual-
ity of life. According to the univariate analysis in the present 
study, the number of chronic diseases and the combined 
period of chronic diseases do not always correspond to the 
HRQoL levels. That is, for example, a higher number of 
chronic diseases do not necessarily translate into lower levels 
of HRQoL; rather, as a patient adapts more to his/her illness-
es, the HRQoL level bounces back to higher levels at certain 
point in time. 
  Of course, an elderly person with chronic diseases will 
show a lower level of HRQoL than the elderly without them 
do. Intervention focus, however, should not be so much on 
diseases themselves, but on comprehensive intervention 
methods that alleviate depression and/or discomfort, and 
promote higher perceived health status.
  The ML models in the study showed relatively less promis-
ing accuracy and efficiency levels than the SLR model did. 
To ascertain the problems, we tested SVM by applying differ-
ent data normalization schemes as follows. A sample re-test 
set was created, which consisted of the 8 variables found to 
be significant in the SLR model. Eleven additional variables 
were selected by experts from 74 variables that were clus-
tered by way of hierarchical clustering [22]. 
  This study had the following limitations. 1) It was limited 
to examining the impacts of individual variables; we did not 
examine how each variable affects others; nor did we study 
the nature of direct or indirect influencing factors. 2) Since 
the survey used EQ-5D, a general instrument without any 
specific population groups being targeted, it may be neces-
sary to develop HRQoL measurement tools for the elderly 
with chronic diseases that address disease-specific require-
ments and factors related to both individual and complex 
chronic diseases. 
  Our study is, to the best of our knowledge, the first attempt 
to use ML techniques to identify the influencing factors and 
to apply prediction models for the HRQoL of the elderly 
with chronic diseases as an alternative and complement to 
the traditional statistical approaches. Our source data were 
designed to be used for statistical analysis, which may ex-
plain the reason for relatively poor performance of the ML 
models [23]. Nevertheless, ML models may open new possi-
bilities to find health-related factors that otherwise would be 
hidden in traditional analysis methods. 

  This study used data from the KNHANES to analyze fac-
tors that affected the HRQoL of the elderly with chronic 
diseases. We used ML techniques as a supplement to the SLR 
to develop prediction models for HRQoL risk groups. New 
influencing factors were identified, with incidental insights 
that, for ML techniques, data normalization of mixed-type 
data and careful selection of variables had significant impact 
on the performance and efficiency of the techniques. 
  Our study can be used as data in healthcare for the devel-
opment of new clinical assessment and interventions for the 
elderly with chronic diseases. In other words, it would be 
possible to develop, specifically for the elderly with chronic 
illnesses, an HRQoL measurement tool that helps prioritize 
intervention for HRQoL risk groups. Based on the identified 
influencing factors, this study could also provide guidelines 
for healthcare staff in caring for the elderly and could help 
fine-tune and improve healthcare intervention in practice.  
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