
INTRODUCTION

Background and significance
Interest in patient outcomes in response to interven-

tion of health care has grown rapidly in the last decade
(Delaney, Ruiz, Clarke, & Srinivasan, 2000). There is
widespread concern about the quality and effectiveness
of health care, the relationship of health care workers
knowledge and quality outcome, the high cost of health
care, and the access to health care. Without collecting in-
formation systematically, having standardized classifica-
tion system, and analyzing collected clinical data, nurses

could not demonstrate their contribution to patient
health. One of the nursing efforts to determine nursing
contribution to patient outcome is the development of
the Nursing Minimum Data Set (NMDS) (Werley &
Lang, 1988). The NMDS provides a structure to promote
the standardization of data to facilitate its retrieval and
analysis from large clinical databases and to describe and
compare nursing practices (Blewitt, & Jones, 1996;
Brossette, Sprague, Hardin, Waites, Jones, & Moser,
1998).

Transforming nursing data and other patients data in-
cluded in the Nursing Minimum Data Set to knowledge
such as relationship between nursing intervention and
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nursing outcome will demonstrate nursing contribution
to patients care. An ability to link and analyze the link-
age of nursing intervention and nursing sensitive out-
comes will demonstrate the effectiveness of nursing
treatment in responding to patients problems. Analysis
of patient demographic characteristics will provide infor-
mation on the type of nursing treatments and outcomes
regarding the variation of patient characteristics
(Goossen, Epping, Feuth, van den Heuvel, Hasman, &
Dassen, 2001). 

The development of high powered computers and stor-
ages technology over the last decade has made possible
the collection and storage of extremely large volumes of
patient and nursing data. New techniques and tools have
been developed to manage these large amount of data
into useful information and knowledge. One of these in-
novative approaches is data mining, or knowledge dis-
covery in databases (KDD) (Delaney et al., 2000).
Applying data mining techniques into data management
will improve nurses’ ability to understand important
links between massive volume of collected data and the
outcome of patient care, and to predict the desired out-
comes (Harris, Graves, Solbrig, Elkin, & Chute, 2000).

Knowledge discovery and data mining
A growing number of publications in various fields

(e.g. business, engineering, and medicine) have devoted
to knowledge discovery and data mining. Data mining is
a process that uses a variety of data analysis tools to dis-
cover patterns and relationships in data that may be used
to make valid predictions (Goodwin & Iannacchione,
2002). The term Knowledge Discovery from databases
incoporates data mining as a step but also covers the full
process from initial data cleansing and preprocessing to
interpretation of the induced patterns. (Fayyad,
Piatetsky-Shapiro, & Smyth, 1996; McDonald, Brossette,
& Moser, 1998; Windle, 2004). Nurses have just begun
to explore this tool for nursing knowledge discovery in
the last few years and only a few published nursing stud-
ies utilizing data mining strategy exist. Eriksen, Turley,
Denton, and Manning (1997) applied data mining tool,
based on a cluster analysis technique, to pilot project
studying the staffing levels according to the patient acu-
ity and volume. The investigators concluded that the da-
ta mining technique assisted in understanding the com-
plex relationships which were embodied in the data. 

A collaborative research project proposed by nurses in
the U.S. and Austria studied differences in patient posi-

tioning on the patient outcomes of adult respiratory dis-
tress syndrome (ARDS) (Goodwin et al., 1997). Clinical
data from Austria s large database were used for the
study and data mining techniques were applied to this
project to find clinically relevant patterns in predicting
risks for ARDS. The multidisciplinary research team at
Duke University used an extensive clinical database of
obstetrical patients to identify factors contributing to
perinatal outcomes (Goodwin et al., 1998). Recently, da-
ta mining is increasingly used to predict clinical out-
comes, for example, nursing practice domain in spinal
cord injury clinical database (Kraft, 2003), osteoarthritic
knee rehabilitation outcomes using a predicton model
(Tam, Cheing, & Hui-Chan, 2004), and birth outcome
prediction (Goodwin, & Iannacchione, 2002).

Rough set model which was introduced by Zdzislaw
Pawlak in Poland in the early 1980 s (Ohrn & Rowland,
2000) is one of the data mining methods. Rough set is a
set theory that classifies objects into sets based on attrib-
utes of the objects. The classification can then be used to
access objects or sets of objects where objects are roughly
equal or roughly overlap. Rough set is one of the non-sta-
tistical methodologies for data analysis and concerns the
classificatory analysis if imprecise, uncertain, or incom-
plete information expressed in terms of data acquired
from experience. Basically, rough set theory deals with
the approximation of sets that are difficult to describe
with the available information. Rough set evaluates the
importance of conditional attributes, reduces redundant
attributes, determines minimum subsets of attributes en-
suring satisfactory classification of objects, creates models
for objects, and results in the form close to natural lan-
guage (decision rules) allowing researchers understand
and interpret the outcome more easliy. One of the main
advantages of rough set theory is that it does not need
any preliminary or additional information or statistical
assumptions about data compared with other statistical
methods. Therefore, rough set thoery can be used easily
for healthcare data which have a variety of attributes,
missing data, and incompleted data (Kusiak, 2000). 

A set of interests could be the set of patients with a
certain disease or outcome (Ohrn & Rowland, 2000).
Podraza and Podraza (1999) applied a rough set ap-
proach to a data set consisting of clinical and laboratory
examination of children with acute lymphoblastic
leukemia. This approach led to the conclusion that inten-
sive, high dose central nervous system prophylactic irra-
diation seemed to be better prevention against Central
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Nervous System relapse. Woolery and Grzmala-Busse
(1994) applied a machine learning program based on a
rough set to analyze three large datasets. They conclud-
ed that machine learning could generate expert system
rules for prediction of preterm delivery. 

Therefore, applying data mining techniques to the
NMDS which contained a large volume of patients data
would be able to demonstrate outcome effectiveness of
different interventions over a period of care in this study.
Moreover, the pattern of the linkage among elements (e.
g. relationship between length of stay and comorbidity) in
the NMDS would be assisted by utilizing this technique.

Purpose of study
The purposes of this study were to apply rough set to

nursing specific knowledge discovery process and to
identify the utilization of rough set as a data mining skill
for clinical decision making.

Objective of study
1. To describe the knowledge discovery process.
2. To apply the data mining technique based on rough

set model to nursing knowledge discovery.
3. To identify the methodology of data preparing

process.
4. To understand patterns generated from data mining.
5. To identify the utilization of rough set model for

clinical decision making.

METHODS

Conceptual framework
The conceptual framework used to guide this study

was based on the Knowledge Discovery in Databases

(KDD) Process Model by Fayyad et al. (1996), which ex-
plained the management and processing of nursing data,
information, and knowledge to support the practice and
the delivery of nursing care (see Figure 1). 

Setting
The target setting was a 500-bed community hospital

in the Midwest of U.S. The nursing information system
linked the elements of the NMDS and used the North
American Nursing Diagnosis Association classification
(NANDA, 1996), Nursing Intervention Classification
(NIC) (Iowa Intervention Project, 1996), and the
Nursing Outcomes Classification (NOC) (Iowa Outcome
Project, 1996). Within the automated on-line care plan-
ning system, the nurses were provided sets of standard-
ized care plans, while at the same time allowing nurses
to select the nursing interventions for each patient. At
discharge, nursing clinical data from the care plan were
coded and manually keyed into the hospital information
system for electronic archiving and retrieval. 

Population and sample 
All adult and elderly inpatients discharged between

January 1, 1998 and December 31, 1998 from one of
the 8 inpatient units were used to determine the effec-
tiveness of nursing interventions for the most frequently
occurring nursing diagnoses targeted to the most fre-
quently occurring DRGs. One thousand patients
records were retrieved from the original sample.

Data preparing process
1) Selection of five most frequently used nursing diag-

noses: Five nursing diagnoses were selected based on fre-
quencies. Each visit (record) had at lease one of these di-
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Figure 1. Steps of the KDD process



agnoses. In the database, the diagnoses were represented
by five dichotomous variables, coded as 1 if that diagno-
sis appeared in the record and 0 if not. These variables
were Pain, Potential for infection, Potential for injury,
Immobility, and Impaired skin integrity. 

2) Identifying the subsample: Randomized 1000 pa-
tient data were selected from the year 1998 database.
The data set was randomly split into a training set with
700 cases and a test set with 300 cases. All these patient
data in the training set consisted of 60 attributes. Each
record had at least one of the five nursing diagnoses
above.

3) Identifying 16 most frequently used nursing inter-
ventions: Sixteen most frequently used nursing interven-
tions were identified for specific five nursing diagnoses.
These were coded as 1 if the specific NIC appeared and
0 if not. 

4) Identifying 17 most frequently used nursing out-
comes: Seventeen most frequently used nursing out-
comes were identified for specific five nursing diagnoses.

These were coded as 1 if the specific NOC appeared and
0 if not.

5) Data cleaning and preprocessing: Original data kept
in access database were transformed to Excel spread-
sheet. Some redundancy data variables (columns) were
excluded. Real values such as ICD 9 were categorized
into groups. All missing values were designed for specific
values to fill up the field. Finally, a table composed of
700 rows corresponding to patients (objects) and 60
columns corresponding to attributes (variables). 

6) Data mining with the training set: The training set
of data was selected to extract the rules and analyzed
with the data mining program based on rough set theory
(Kusiak, 2000). The data mining approach used in the
study was that a group of patients with a unique set of
characteristics (e.g., nursing diagnoses and nursing inter-
ventions) shared the same outcome. Data mining algo-
rithms dynamically analyzed large databases and identi-
fied unique characteristics of the groups of patients,
rather than analyzing the entire population. Unique
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Table 1. Demographic Characteristics of the Study Sample (N= 700)

Variables Range Mean SD

Age in year 25 102 70.31 14.63
Number of Co-morbidity 0 4 3.5 00.76
Length of Stay in day 1 63 5.4 05.27

Variables Category Number %

Gender Male 271 38.7
Female 429 61.3

Marital Status Married 378 54.1
Single 139 19.8
Separated 032 04.6
Widowed 139 19.8
Unknown 012 01.8

LOS LOS 3 385 55.5
LOS > 3 315 45.5

Discharge Disposition Home 430 61.6
Home with Home health Care Services 080 11.6
Skilled Care/Rehabilitation Facility 043 06.2
Transferred to other hospitals 015 02.2
Left the Hospital Against Medical Advice 010 01.4
Expired 122 17.6

Service Medical 251 35.9
Surgical 218 31.1
Obstetrics 118 16.9
Oncology 036 05.1
Others 077 11.0

Primary Disease Myocardiac Infarction 073 10.4
Angina 052 07.4
Anemia 044 06.3
Arrhythmia 016 02.4
Heart Failure 015 02.1
Others 500 71.4
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Table 2. Data Attributes 

PT-ID: Patient ID

GENDER: Patient gender 
M=Male, F=Female

Comorbidity: Number of comorbidity
Comorbidity 2 = 1
Comorbidity > 2 = 2

Age 
1 = below 30
2= 31 65
3= above 65

Race
A = Caucasian/White
B =  African American/Black
C =  American Indian/Eskimo
D =  Chinese/Taiwanese
E =  Japanese
F =  Filipino
G =  Hawaiian
H =  Korean
I =  Asian Indian/Pakistani
J = Vietnamese
K = Laotian
L =  Patient Refused to Provide
M = Other
N =  Unknown
O =  Hispanic

ZIPCODE

LOS=Length of stay
LOS 3 = 1
LOS > 3 = 2

SERVICE: department at discharge
Med = meidicine
Neu = neurology
OBI = obstetric
OBV = observation
ONC = cancer
OPS = outpatient surgery
PUL = pulmonary
REH = rehabilitation
SUR = surgery
TSU = ransfer to skilled unit

DISSTAT: Discharge status
1 = Home
2 = Other hospitals
3 = Skilled
4 = Home Care Services
5 = Rehabilitation Services
6 = Expired
7 = Against Medical Advice

Marital status
D = divorce
M = married
S = single
W = widow
X = legally separated

RELIG: Religion
1 = Plymouth Brethren Assemblies 
2 = Congregational
3 = Unitarian Universalist
4 = United Church of Christ
5 = Evangelical Free
6 = Evangelical Covenant
7 = Protestant
8 = Christian Science
9 = Bahi
A = Apostolic
B = Baptist
C = Catholic
D = Disciples of Christ
E = Epsicopal
F = Friends
G = Assembly of God
H = Church of Christ
I = Church of God
J = Jewish
K = Christian & Missionary Alliance
L = Lutheran
M = Methodist
N = None
O = Other
P = Presbyterian
Q = Christian

NINSUR1: Primary Insurance

NINSUR2: Secondary Insurance

NINSUR3: Third Insurance

CCS1a: Primary medical diagnosis from 
ICD9 coding system

CCS2a: Secondary medical diagnosis from 
ICD9 coding system

CCS3a: Third medical diagnosis from 
ICD9 coding system

CCS4a: Fourth medical diagnosis from 
ICD9 coding system

PROCED1: Medical treatment

PROCED2: Medical treatment

DRG: Medical diagnosis from DRG 
coding system

Nursing Diagnoses including:
PAIN =Pain
INFEC=Infection
INJURY=Injury
IMMOBILE=Immobility
SKIN=Impaired skin integrity 

NIC: Nursing interventions, 1 is having 
this intervention, 0 is not having this inter-
vention
NIC1 = pain management
NIC2 = exercise therapy : ambulation
NIC3 = Environmental management: com-
fort
NIC4 = infection protection
NIC5 = skin surveillance
NIC6 = medication management
NIC7:= analgesic administration
NIC8 = safety (environmental manage-
ment)
NIC9 = bedrest care
NIC10 = perineal care
NIC11 =  fall prevention
NIC12 = infection control
NIC13 = exercise therapy: joint mobility
NIC14 = surveillance:safety
NIC15 = wound care
NIC16 = positioning

NOC: patient outcomes, 1 is having this 
outcomes, 0 is not having this outcomes
NOC1 = remain free of infection 
NOC2 = states realistic level of comfort 
NOC3 = maintain a febrile state 
NOC4 = states relieved pain 
NOC5 = wound incision appear clean and
free of purulent drainage
NOC6 = identify intervention to prevent
/reduce risk of infection 
NOC7 = demonstrate pain relief measures 
NOC8 = identify causative factors 
NOC9 = maintains or improves tissue oxy-
genation
NOC10 = requests assistance for mobility 
NOC11 = follows activity restrictions 
NOC12 = Utilizes safety measures 
NOC13 = transfer with assistant/indepen-
dently 
NOC14 = requests assistance for toileting 
NOC15 = patient/significant other states
awareness of environmental risk factors
(specify)/patient
NOC16 = reposition with assist/indepen-
dently
NOC17 = patient will have intact dry skin 

NONIC: No Nursing Intervention
0 = No, Patient receives some interventions
1 = Yes, Patient doesn t receive any inter-
ventions

NONOC: No Outcomes 
0 = No, Patient has some outcomes
1 = Yes,  Patient doesn t have any out-
comes



characteristics were not specified in advance. The sets of
unique characteristics were determined for a group of
patients by the data-mining algorithm itself. 

7) Rule testing with the testing set: The rules were
evaluated with the testing set data (300 patients) for
their predictability and ROC (Receiver Operating
Characteristcs) was drived to see the discminatory per-
formance of rules. 

RESULTS

Demographic characteristics
Demographic characteristcs of the study sample are

shown in Table 1. The age ranged from 25 to 102 and
the mean age was 70.31. The mean number of comor-
bidity was 3.5 and average length of stay (LOS) was 5.4
days. The proportion of women was 61.3% (n = 429).
Nearly 62% (n = 430) of the patients were discharged to
home without any additional services and 17.6% were
expired at the hospital. About 36% of patients received
the care service at medical units and 31.1% did at surgi-
cal units. The most common primary disease was my-
ocardiac infarction (10.4%), followed by angina (7.4%). 

Descision table with data attributes
Data were discretized and represented with decision

table in which each row represented a patient (an object)
and each column represented a variable (an attribute)
that could be measured for each object. All variables
have been transformed into categorical ones, even
though some of them were inherently numerical (see
table 2). 

Characteristics of nursing care
The five most common nursing diagnosis was potential

for infection (n = 593, 84.7%), followed by pain (n =
504, 72.0%), potential for injury (n = 202, 28.9%), im-
paired skin integrity (n = 159, 22.7%), and immobility
(n = 100, 14.3%). 

The 16 most frequently used nursing interventions are
listed in Table 3. 

The intervention most freqeuntly used was pain man-
agement (n = 324, 46.3%). Other frequently used inter-
ventions were infection protection (n = 312, 44.6%),
analgesic administration (n = 227, 32.4%), and skin sur-
veilance (n = 203, 29.0%). 

The 17 most frequently used nursing outcomes are list-
ed in Table 4.

The nursing outcome most freqeuntly used was remain
free of infection (n = 384, 54.9%), followed by states re-
alistic level of comfort (n = 289, 41.3%), maintain a
febrile state (n = 206, 29.4%), and states relieved pain (n
= 195, 27.9%). 

Example rules based on rough set theory 
Decision: Length of Stay

Data mining found 135 rules and the 135 rules were
pruned down to 10 rules. Five variables such as the num-
ber of comorbidity, marital status, risk for infection
(NANDA), infection protection (NIC), discharge status
were identified as valuable predictors for length of stay.
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Table 3. Sixteen Most Frequent Nursing Interventions    (N=700)

Nursing Diagnoses Frequency Percent

Pain management 324 46.3
Infection protection 312 44.6
Analgesic administration 227 32.4
Skin surveillance 203 29.0
Medication management 109 15.6
Fall prevention 097 13.9
Infection control 080 11.4
Surveillance: safety 079 11.3
Wound care 066 09.4
Positioning 045 06.4
Perineal care 044 06.3
Exercise therapy : ambulation 041 05.9
Environmental management: comfort 041 05.9
Exercise therapy: joint mobility 037 05.3
Safety (environmental management) 025 03.6
Bedrest care 018 02.6

Table 4. Seventeen Most Frequent Nursing Outcomes   (N= 700)

Nursing Diagnoses Frequency Percent

Remain free of infection 384 54.9
States realistic level of comfort 289 41.3
Maintain a febrile state 206 29.4
States relieved pain 195 27.9
Wound incision appear clean and 

free of purulent drainage 177 25.3
Identify intervention to prevent /

reduce risk of infection 163 23.3
Demonstrate pain relief measures 135 19.3
Identify causative factors 87 12.4
Maintains or improves tissue oxygenation 100 14.3
Follows activity restrictions 073 10.4
Requests assistance for mobility 065 09.3
Patient will have intact dry skin 064 09.1
Transfer with assistant/independently 057 08.1
Requests assistance for toileting 051 07.3
Patient/significant other states 

awareness of environmental risk 
factors (specify)/patient 042 06.0

Reposition with assist/independently 036 05.1
Utilizes safety measures 032 04.6



Applying the rules to the test set resulted in the area of
under ROC curve of 89.0% with standard error of 2.5%
showing the high predictability. Figure 2 shows an exam-
ple rule with high accuracy.

This decision rule indicates that if patients had less
than 2 comorbidity, were married, had a risk for infec-

tion as nursing diagnosis and received infection protec-
tion as nursing intervention, and discharged to home, 92
patients had less than 3 days of length of stay. It de-
scribes exactly 42 patients, which represents 23.4 % of
pateints with LOS < 3. 
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Figure 2. Decision Rule Example One
Rule 1.

(Comorbidity < 2) & (Marital Status = M) & (INFEC =1) & (NIC4=1) & (DISSAT=1) =>
(LOS<3); [92,  23.4%, 87.2%] 

If        Comorbidity < 2 and 
Marital Status = M and
INFEC =1 and 
NIC4=1 and 
DISSAT=1

Then   LOS < 3 
With   Coverage  23.4%

Accuracy  87.2%  

Figure 3. Decision Rule Example Two
Rule 2.

(Age = 3) & (SKIN = 1) & (PAIN=1) & (DISSAT = 2 or 3) => (NOC2=0)  [90, 32.4%, 78.0%]

If           Age = 3 and
SKIN = 1 and
PAIN = 1 and
DISSAT = 2 or 3

Then      NOC2 = 0
With      Coverage  32.4%

Accuracy  78.0%

Figure 4. Decision Rule Example 
Rule 3.

(Age = 3) & (PAIN=1) & (Potential for Infection) & (Marital Status = W or X) & (CCS1a =
411)  => (DISSAT = 6) [33, 27.3%, 80.0%]

If         Age = 3 and 
PAIN=1 and
Potential for Infection = 1 and
Marital Status = W or X and
CCS1a=411 

Then    DISSAT=6
With    Coverage  27.3%

Accuracy  80.0%



Decision: Nursing Outcome
Data mining found 88 rules for nursing outcome,

Relieved Pain, and the 88 rules were pruned down to 7
rules. Four variables (age, impaired skin integrity, pain,
and discharge status) were identified as valuable predic-
tors. Applying the rules to the test set resulted in the
area of under ROC curve of 90.1% with standard error
of 2.3% showing the high predictability. Figure 3 shows
an example rule with high accuracy.

This decision rule indicates that if patients older than
65 had impaired skin integrity and pain as nursing diag-
noses, and discharged to home with home health care
services or skilled care, the patient did not show any re-
lieved pain as nursing outcome; 90 (32.4%) patients met
this decision rule with 78.0% of accuracy.

Decision: Mortality
Data mining found 155 rules for being expired at hos-

pital and the 155 rules were pruned down to 15 rules.
Five variables (age, pain, potential for infection, marital
status, and primary disease) were identified as valuable
predictors for mortality. Applying the rules to the test set
resulted in the area of under ROC curve of 91.1% with
standard error of 1.8% showing the high predictability.
Figure 4 shows an example rule with high accuracy.

This decision rule indicates that if patients were older
than 65, had pain and potential for infection as nursing
diagnoses, were widowed or seperated, and had myocar-
diac infarction as a primary medical diagnosis, the pa-
tients had high probability of expiration at hospital; 33
(27.3%) patients met this decision rule with 80.0% of
accuracy.

DISCUSSION

Data mining techniques have been applied actively in
many studies outside nursing, showing the value for
knowledge discovery in clinical data set. Even though
nurses are the primary users of clinical data, the impor-
tance and utilization of large clinical data set have been
neglected in nursing. Data mining skill can be one of the
essential methods for knowledge discovery to enhance
decision making for quality assessment and improve-
ment. This study explored the potential for utilization of
data mining tool to discover the information and knowl-
edge in the NMDS.  

In this study, the most freqently used nursing disgnoses
for inpatient care in an acute care setting were identified

as potential for infection, pain, potential for injury, im-
paired skin integrity, and immobility, which showed sim-
ilar pattern with the results of other studies (Kraft, 2003;
Windle, 2004; Park, Delaney, Maas, & Reed, 2004). The
most frequently identified primary diseases were related
to cardiovascular dysfunction such as myocardiac infarc-
tion, angina, anemia, cardiac dysrhythmias, and heart
faliure. This pattern of primary diseases of the sample
population is likely reason why nurses used nursing diag-
noses related to acute cardiac dysfunction most fre-
quently such as infection, pain, injury, skin intergrity,
and immobility. 

The rules identified by data mining revealed that num-
ber of comorbidity, marital status, nursing diagnosis re-
lated to risk for infection and nursing intervention relat-
ed to infection protection, and discharge status were the
predictors that determined the length of stay. This is a
similar finding to other studies which explored the pre-
dictors for length of hospital stay (Lee, 1998; Newhouse,
Johantgen, Pronovost, & Jonhnson, 2005). Patients who
had more comorbidity tended to require longer care and
early detection of risk of infection while intervention for
infection protection shortened the length of hospital
stay. 

One of the decision rules for nursing outcomes indicat-
ed that if patient older than 65 had impaired skin in-
tegrity and pain as nursing diagnoses, and discharged to
home with home health care services or skilled care, the
patient would not show any relieved pain as nursing out-
come. This rule suggested that impaired skin intergrity
inhibited pain relieving for older patients and eventually
needed further care after discharge such as home care or
long-term care services (Goossen, Epping, Feuth, van
den Heuvel, Hasman, & Dassen, 2001). 

Five variables (age, pain, potential for infection, mari-
tal status, and primary disease) were identified as valu-
able predictors for mortality in this study. Older patients
have a higher risk of death in the hospital than do
younger patients. Pain and risk for infection were associ-
ated with mortality of old patients with myocardiac in-
farction and needed more attention as mentioned in oth-
er studies (Berkman, Leo-Summers, & Horwitz, 1995;
Gliksman, Lazarus, Wilson, & Leeders, 1995). Patients
with MI who were separated or widowed had a higher
risk of death in hospital than those who were married.
One reason might be the limited sources of support, be-
cause they lived alone. Social support has been found to
be an important variable in adapting to MI (Morse,
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Jones, Brosette, 1999).
The effectiveness and potentials of rough set model as

a data mining tool have been proven through this study.
The patterns of decision rules were readily interpretable
and allowed possible new insights into how various at-
tributes interact and serve as baseline data for decision
making. Researchers may benefit from the use of data
mining based on rough set model to identify factors that
might be missed by using traditional statistical methods
such as regression , and analysis of variance, etc. It is no-
table, however, that more than 50% of the data mining
process was devoted to the data selection, cleaning and
reduction. This implies that the most important prerequi-
sites of effective data mining are the exploration and se-
lection of the right data set. Clear and in-depth under-
standing of the selected data sets should be followed. It
also should be noted that cleaning and preparing data
sets are one of the critical processes of data mining be-
cause these works enhance the reliability and validity of
data, resulting in quality improvement of the data. Prior
knowledge of the pattern of data can also significantly
reduce the data mining step as well as all the other steps
in the KDD process. 

A potential limitation of this study would be the quali-
ty of the nursing records. The study hospital is known
for maintaining consistent quality in its computerized
nursing documentation system, including standardized
nursing diagnoses and nursing interventions and out-
comes. The clinical contents in the information system
mirror the paper chart contents exactly mirror the con-
tents of the paper charts, which are maintained as a part
of the permanent patient records. In addition, the stan-
dardized language used in the NMDS incorporated into
the site s clinical ladder system and consequently is an
explicit criterion in annual performance appraisals. With
all these facts, the reliability and validity of the data
should still be considered.

CONCLUSION

It is the beginning step to use the method of knowl-
edge discovery and data mining in manipulating nursing
data set as is tried in this study. Currently, few published
studies looked at computerized nursing practice data
from longitudinal perspectives using data mining tech-
niques for evidence of nursing contribution to patient
outcomes or for diagnostic and intervention patterns.
Therefore, more studies are necessary to explore the po-

tential of applying knowledge discovery and data mining
to various types of nursing data. In addition, nurses need
to demonstrate the effectiveness of nursing intervention
through the large data set with standardized language
format to unify data from different settings. 

This study represents an initial step in the determina-
tion of nursing care and patient characteristics that con-
tribute to predicting the outcomes of hospitalized pa-
tients using data mining tool based on rough set model.
A better understanding of patient and nursing pattern
enables this kind of nursing information to be used for
care planning and resource allocation. 

Based on the overall findings of this study, indications
exist to warrant further investigation in several specific
areas. First, it is recommended that the study be replicat-
ed using a larger sample from a variety of acute care set-
tings representing different areas and different popula-
tion of patients, especially from Korean settings where
the elecronic health record systems are increasing very
rapidly. Second, it is needed to compare the data mining
method based on rough set theory with other data ming
methods or traditional statistical methods such as logistic
regression to verify the predictability of rough set model.
Finally, since this study used the data prepared based on
five frequently used nursing diagnoses, future study is
needed to explore the nursing services and patient char-
acteristics related to a variety of specific medical diag-
noses or DRGs (Diagnosis Related Groups). 

The value of nursing database research is directly relat-
ed to the value placed on the contribution of nursing
practice to research and knwoledge development.
Nursing data from the real clinical settings can produce
meaningful information that can contribute to improving
the quality of nursing care. Such information then can
further empower nurses in their clinical decision-making
and problem solving. 
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